The study progress of relationship between upper gastrointestinal endoscopy and artificial intelligence-aided diagnosis in early gastric cancer
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Abstract

Gastric cancer was the third most deadly cancer in the world. However, the 5-year survival rate of patients, who was diagnosed with early gastric cancer for the first time, were over 90% after regular treatment. Therefore, it is important to improve the diagnostic performance of gastric cancer through effective early screening means, and then take timely interventions to achieve secondary prevention. Upper gastrointestinal endoscopy (UGIE) played a crucial role in the diagnosis of early gastric cancer. UGIE mainly relied on the operator’s technique and diagnostic experience, etc. Coupled with the large workload of image analysis, misdiagnosis and missed diagnosis were inevitable even for experienced endoscopists. In recent years, with the in-depth research of artificial intelligence theory, machine learning had achieved extensive research in the field of gastric cancer with its efficient computing power and learning ability. Modern computer vision algorithms were applied to the processing of gastroscopic images to achieve automatic lesion annotation, feature extraction and conversion, and assisted diagnosis. It was promising to help endoscopists in the detection and screening of early cancerous lesions. This review summarized the application of various current gastroscopic imaging techniques and algorithms in UGIE, with a view to providing new ideas for the application of artificial intelligence-assisted UGIE in early gastric cancer diagnosis.
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Introduction

According to Global Cancer Statistics 2018, the incidence of gastric cancer ranked fifth and the fatality rate third [1]. The prognosis of gastric cancer patients depends more on the stage at the time of diagnosis. For those who are first diagnosed with early gastric cancer, their 5-year survival rate exceeds 90% after regular treatment [2]; while patients with advanced gastric cancer have a poorer prognosis. Therefore, for the management of gastric cancer, the focus is on how to improve the diagnostic performance of gastric cancer through effective early screening tools, and then take timely interventions to achieve secondary prevention and improve the prognosis of patients’ survival.

Esophagogastrroduodenoscopy (EGD), also known as Upper Gastrointestinal (UGI) endoscopy (UGIE), allows direct internal visualization of all parts of the upper gastrointestinal tract, from the proximal esophagus to the duodenal jugular. It is the pre-
ferred method in diagnosis of UGI diseases and plays a crucial role in the early diagnosis of gastric cancer. In daily practice, the quality of UGIE mainly depends on the instrumentation, operator’s technique and diagnostic experience [3]. Therefore, it will result in a large workload of image analysis, and even experienced endoscopists will inevitably make misdiagnosis and missed diagnosis. Therefore, there is sometimes heterogeneity in diagnostic results, especially for the differential diagnosis of GC and gastritis, where the rate of missed diagnosis could sometimes be as high as 20~40% [4-6].

In recent years, with the in-depth research of Artificial Intelligence (AI) theory, machine learning has been widely applied in the field of gastric cancer with its efficient computing power and learning ability. In particular, the deep learning mode, which applies modern computer vision algorithms to the processing of gastroscopic images, has achieved automatic lesion labelling, feature extraction and transformation, and assisted diagnosis. This computer-aided diagnosis (CAD) technique is conducive to helping endoscopists in the detection and screening of early gastric cancer.

This review summarizes the application and progress of AI-assisted UGIE in the diagnosis of early gastric cancer and its significance in guiding clinical diagnosis and treatment, aiming to provide new ideas for the application of AI-assisted UGIE in the diagnosis of early gastric cancer and a reference for the early prevention, preliminary screening and clinical treatment of gastric cancer.

Artificial intelligence

AI refers to machines that could perform complex tasks like humans by mimicking cognitive functions, such as learning and problem solving intelligently. It was first introduced in 1955 and had been rapidly applied in the field of medicine [7].

Machine learning (ML) is an area of artificial intelligence. It allows the integration of large amounts of data and algorithms into machines, which then form analytical models by automatically learning the input data. Machine learning algorithms mainly include decision tree, random forest, logistic regression, support vector machines, naive bayesian, k-nearest neighbor’s algorithm, k-means clustering, adaboost algorithm, neural networks, markov, etc [8].

Deep Learning (DL), also called “modified neural network” algorithm, is a special kind of machine learning model by imitating the pattern of passing between neurons and processing information. Deep learning techniques could be broadly classified into three major categories: (i) deep networks for supervised or discriminative learning, such as convolutional neural networks and gradient descent; (ii) deep networks for unsupervised or generative learning, such as autoEcode, restricted boltzmann machine; and (iii) deep networks for hybrid learning and relevant others [9].

Among several AI algorithms applied to assist endoscopic diagnosis of early gastric cancer, Convolutional Neural Networks (CNNs) have gained increasing attention for their excellent image recognition learning ability. The main CNN models include Lenet, Alexnet, GoogleNet, VGG, ResNet, etc. The improved versions of CNN differ somewhat in the learning depth or organization of the models, but the institutional constructs that make up the models are the same, including convolutional operations, pooling operations, fully connected operations, and recognition operations [10]. The relationship between AI, machine learning and deep learning is shown in figure 1.

Recently, artificial intelligence is playing a role in clinical diagnostic areas increasingly. Especially in colonoscopy, it has been validated for its excellent adjunctive diagnostic value [11]. Similarly, more and more attention has also been paid about the diagnostic efficacy of UGIE [12-14].

Algorithmic models and various UGIE imaging techniques

In recent years, researchers have used AI to build multiple algorithmic models for application in various UGIE imaging techniques, which expand the means of diagnosing and evaluating early gastric cancer [15-19].

Video-based AI systems

Previously, the region of interest in the static screenshots was manually selected to distinguish gastric cancer from non-gastric cancerous lesions which improves the accuracy of diagnosis [15]. Currently, automatic capture of suspicious lesion areas is performed in dynamic real-time video in the latest research results.

M. Ishioka et al. used an AI system for recognition of still images to analyze video footage with 94.1% accuracy [20]. Y. Horiuchi et al. used a video-based AI system to achieve 85.1% accuracy in distinguishing early gastric cancer from non-cancerous lesions [21]. The successful application of the video-based CNN-CAD system demonstrates the potential of AI-assisted diagnosis with real-time video, which may be a reliable technique for clinicians to screen for early gastric cancer in the future.

The current video processing model is still a retrospective analysis of recorded video. Although some researches are conducting randomized clinical trials, they are still not proven real-time video evaluation systems during UGIE. Therefore, the application of AI-assisted diagnostic models to clinical examinations is worth exploring.

Optical endoscopy

Optical endoscopy was the first endoscopic imaging technique to be developed. Based on this technology, various innovative imaging techniques, such as endocytoscopy and imaging enhanced endoscopy, have been developed to improve the identify capability for early gastric cancer [22,23].

Magnifying narrow-band imaging (M-NBI), which analyses microstructure and microvasculature, is the most reliable tool available for evaluating early gastric cancer [24]. H. Ali et al. performed texture analysis of methylene blue-stained images by chromoendoscopy and used support vector machines to construct models, which screens possible abnormal images from a large number of endoscopic images [16]. T. Hirasawa et al. applied CNN for the first time to construct a model for detecting gastric cancer in endoscopic images [17]. The model, based on standard white light images, pigmented endoscopy using indigo carmine spray and Narrow Band Imaging (NBI), could analyze 2296 static images in 47 seconds and correctly diagnose 71
out of 77 gastric cancer lesions. H. Ueyama et al. constructed an applied cad-CNN model based on ME-NBI static images to diagnose early gastric cancer with 98.7% accuracy [25]. H. Noda et al. have used the ResNet50 model to analyze cytoendoscopy images to distinguish early gastric cancer [26]. It has an accuracy of 86.1% and higher specificity than all endoscopists.

**Ultrasound endoscopy**

Due to showing the structure of the gastric wall, EUS allows preoperative staging and diagnosis of gastric cancer based on the depth of lesion infiltration [27]; and its accuracy has been demonstrated [28,29].

Y.H. Kim et al. developed a CNN-CAD system based on Endoscopic Ultrasound (EUS) to detect gastrointestinal mesenchymal tumors with accuracy, sensitivity and specificity of 79.2%, 83.0% and 75.5%, respectively [30]. H. Tanaka et al. constructed a residual neural network model based on contrast-enhanced harmonic endoscopic ultrasonography (CH-EUS) to diagnose Gastrointestinal Mesenchymal Tumors (GIST) and smooth muscle tumors with an accuracy of 90.6%, which is comparable to endoscopic [31].

However, several retrospective studies have also concluded that EUS is highly operator-dependent and susceptible to subjective and objective factors [32,33]. Therefore, the results of clinical studies are still heterogeneous and need to be further confirmed.

In conclusion, artificial intelligence-aided diagnostic techniques combine conventional optical endoscopy as well as imaging enhanced endoscopy, including narrow-band imaging, magnification endoscopy, pigment endoscopy, endocytoscopy, and endoscopic ultrasonography.

Through deep learning of lesion image features, early gastric cancer lesions in static images can be identified more accurately. The model of artificial intelligence-assisted recognition of endoscopic images has been initially validated during endoscopy, especially for real-time labeling of lesion areas, quality control and evaluation analysis.

**Application of AI combined with UGIE in examination**

Researchers are currently focusing on AI-assisted diagnosis of gastric cancer in terms of blind area identification, benign and malignant judgment, and infiltration depth detection.

**Identification blind area**

Compared to other gastrointestinal tract, the interior of the stomach is more spacious and curved for manipulation. This means that identifying blind areas requires more delicate manipulation, which is not possible for all endoscopists [34]. To locate blind spots that may be missed by the endoscopist during Esophagogastroduodenoscopy (EGD) examination, L. Wu et al. developed the WISENSE system, a real-time CNN for blind spot detection [18,35]. It was shown that AI can also be used to improve the quality of EGD by identifying blind spots. The blinding rate for AI-assisted sedated conventional Esophagogastroduodenoscopy (C-EGD) was significantly lower than for Unsedated Ultrathin Transoral Endoscopy (U-TOE) [36].

During UGIE, AI-assisted diagnosis improves the diagnostic efficacy of UGIE by judging the range of field of view and capturing suspicious sites in real time, reducing the heterogeneity caused by the endoscopist’s difference in experience. Thus, primary endoscopists benefit from the real-time feedback of the AI model and their diagnostic quality is significantly different from the past.

**Determination of benign and malignant**

Early gastric cancer usually shows a slight bulge or depression, and its appearance is easily concealed in gastritis with H. pylori infection. Even with experienced specialists, it is sometimes difficult to detect early GC based on endoscopic pictures alone, especially in small diameters. As a result, this leads to missed or misdiagnosis of gastric cancer and increases the heterogeneity of detection rates among endoscopists [37].

AI has shown outstanding recognition capabilities in endoscopic imaging techniques by actively learning through neural networks, extracting pathological features and fitting them [13]. H. Hu et al. analysed images from Magnified Endoscopic Narrow Band Imaging (ME-NBI) endoscopy based on the VGG-19 architecture and developed an EGCM model to identify early gastric cancer [38]. The model outperformed the endoscopist in identifying early gastric cancer from erosive gastritis. The Cascade R-CNN, based on a deep learning base model, can be used to detect lesions in white light still images; while the Dense Net 121 model was used to evaluate image quality [39].

In large-scale screening, the advantages of rapid image processing by artificial intelligence can be used to help endoscopists efficiently screen valuable endoscopic images and identify suspicious lesions.

**Infiltration depth detection**

The depth of early gastric cancer infiltration is usually estimated using ultrasound endoscopy or conventional endoscopy. Ultrasound UGIE is judged by relatively visual ultrasound images of the entire gastric wall. In contrast, conventional optical endoscopy relies primarily on endoscopic mucosal surface features for indirect judgment, including hypertrophy or fusion of concentrated folds, tumor size ≥30 mm, significant redness, surface irregularity, rim elevation, submucosal tumor-like rim elevation, and non-extended signs [40]. Some studies have reported that conventional endoscopy is as accurate as EUS in predicting the depth of infiltration in early gastric cancer [41]; the accuracy of ultrasound endoscopy or optical endoscopy in estimating the depth of infiltration is 60% to 85% [41-45]. This suggests that the application of endoscopy to predict the depth of early gastric cancer infiltration still requires the search for new methods to further improve the diagnostic efficacy.

On the one hand, new endoscopic diagnostic features have been discovered, such as the non-extension sign [46]; on the other hand, it is possible to make a diagnosis based on AI-assisted endoscopic images in the future. K. Kubota et al. retrospectively collected 902 conventional endoscopic images of gastric cancer and obtained a T-stage prediction model with an overall accuracy of 64.7% by analyzing gray-scale static images from optical gastroscopy with a back-propagation algorithm [47]. This is the first study to use artificial intelligence-assisted gastroscopy for depth of gastric cancer infiltration prediction. Although the accuracy is not satisfactory, it is suggestive of its feasibility as an original study for predicting the depth of gastric cancer infiltration. Moreover, compared to gray-scale images, images from color endoscopy as well as image-enhanced endoscopy have richer information for diagnostic analysis. This has positive implications for improving diagnostic efficacy.
K. Hamada et al. applied ResNet152-CNN to distinguish intramucosal from submucosal carcinoma with specificity, specificity and accuracy of 84.9%, 70.7% and 78.9%, respectively [19]. The model mainly combined static image information from conventional endoscopy and enhanced image endoscopy, including white light imaging, correlated color imaging, blue laser imaging-bright, and indigo-carmine dye contrast imaging. Y. Zhu et al. applied the ResNet50 architecture to build a CNN-CAD system to predict the depth of infiltration and identify early gastric cancer with submucosal cancer, with an overall accuracy of 89.16% [48].

Summarily, it is feasible to apply CNN algorithm to assess the infiltration depth of early gastric cancer based on endoscopic images.

Current deficiencies and future prospects

As with other clinical studies, the quality and quantity of data is essential to the study. Inevitably, poor image quality can affect the diagnostic efficacy of the algorithm, including active bleeding, blurring, scatter, mucus, reflections, and foam. The collection of high-quality clinical data is important, as is the development of models that can accurately test the data. Patterns learned from training data are used to predict the output values of new input data. Thus, validity and accuracy depend largely on the quality and quantity of the training data. However, most of the current research is on monocentric data, which carries the risk of over fitting. Therefore, further external validation is the focus of the next work.

In addition, further research on the usefulness, profitability, possible risks, and regulatory measures of AI is needed for effective use of AI in clinical practice [49]. Again, further development will require significant resources, including long-term time accumulation, case accumulation, and the involvement of medical practitioners and engineers.

Further, most of the current studies only include common benign lesions such as gastritis and only a few common subtypes of gastric cancer. Therefore, there is still a gap between the current studies and the real world. If artificial intelligence is to be applied to clinical examination for real-time assisted gastrointestinal diagnosis, further refinements are needed, including all lesions under UGIE, analysis of atypical lesions of as well as rare diseases [38].

Endoscopy, such as Image Enhanced Endoscopy IEE, has its own limitations. Although Japanese guidelines recommend the use of IEE, IEE can only evaluate the gastric mucosal surface. Some early gastric cancer, such as fundic glandular gastric adenocarcinoma, the status of early gastric cancer after H. pylori eradication, and some undifferentiated early gastric cancer, are difficult to diagnose as cancerous lesions [50]. In such lesions, the tumor occurs in the non-tumor epithelium or sub epithelium. Therefore, artificial intelligence systems will fail to recognize as neoplastic lesions and may misinterpret cancerous lesions as non-cancerous lesions.

Although AI-assisted endoscopy can narrow the diagnostic gap due to clinical experience among endoscopists, the role of the endoscopist in clinical work remains irreplaceable. Even with AI models capable of automatically capturing suspicious areas, endoscopists still need to zoom in on areas and intercept static images during the examination before performing real-time analysis [38]. Therefore, the training of endoscopists and standardization of endoscopic practices in the future are still key aspects to improve the effectiveness of computer-aided diagnosis.

Some of the algorithmic models exhibited high diagnostic accuracy. However, heterogeneity exists between studies, so comparisons cannot be made simply by accuracy values. Furthermore, there is no conclusive evidence on the pairing of imaging techniques and optimal algorithms that can identify early gastric cancer [13], and further research is still needed.

Discussion

The prognosis of gastric cancer patients depends more on the stage at the time of diagnosis.

Therefore, it is important to improve the diagnostic performance of gastric cancer through effective early screening means, and then take timely interventions to achieve secondary prevention. UGIE allows direct internal visualization of all parts of the upper gastrointestinal tract, from the proximal esophagus to the duodenal jugular. It is the preferred method in diagnosis of early diagnosis of gastric cancer.

UGIE mainly relied on the operator’s technique and diagnostic experience, etc. Coupled with the large workload of image analysis, misdiagnosis and missed diagnosis were inevitable even for experienced endoscopists. In recent years, with the in-depth research of artificial intelligence theory, machine learning had achieved extensive research in the field of gastric cancer with its efficient computing power and learning ability. Modern computer vision algorithms were applied to the processing of gastroscopic images to achieve automatic lesion annotation, feature extraction and conversion, and assisted diagnosis. It was promising to help endoscopists in the detection and screening of early cancerous lesions.

Currently, the research hotspots of AI-assisted endoscopy are mainly focused on the identification of early gastric cancer. In future studies, endoscopic lesion characteristics can be used to predict lymph node metastasis, possible postoperative complications, response to drug therapy, and prognosis. All these directions are possible with AI and depend on further exploration.
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